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Introduction



The Entertainment Industry
● The entertainment sector is the leading and most influential sector. Movies have 

been known to have an extremely strong hold on an individual’s mind.
● Started as simple medium of entertainment
● Quickly grown into a billion-dollar business worldwide
● Extremely competitive industry: huge investments both in terms of time and money
● The prediction of how a movie will fare at the box office could be a game-changer in 

the movie sector 
● Beneficial for shareholders to have access to a model that predicts the success of a 

movie beforehand, given certain attributes. 
● Also prove to be highly beneficial to production houses so as to enable them to 

effectively plan the publicity and promotions, which entails tremendous expenses. 



Movie Success Prediction
● In this paper, we have aimed to predict the success of a motion picture as accurately 

as possible using a few ML algorithms
● This paper discusses and compares three machine learning algorithms, Logistic 

Regression (LR), Naive Bayes (NB), and Support Vector Machine (SVM)
● Research objective is to perform analysis and build a model that predicts whether or 

not a movie would be considered successful, based on certain parameters. 
● For efficient evaluation, we train and test our models on two drastically different 

datasets. 
● The performance of these models will be assessed and compared with the help of 

certain performance measure indices, such as accuracy. 
● The results and conclusion of this paper will enable future researchers to select the 

most effective model, out of the three, that gives the best performance for future 
applications.



Classifiers



Naive Bayes
● This well-known 

classification technique is 
based on Bayes’ theorem.

● It assumes:
○ that predictors are 

independent.
○ that whether or not 

one feature is 
present in a class is 
not at all related to 
whether another 
feature is present in 
it. 

Logistic Regression
● This technique is 

primarily used for 
predictive analysis and is 
built on the probability 
concept.

●  Logistic Regression is a 
go-to method for binary 
classification problems. 

● It is a linear regression 
model which does not use 
a linear function, and 
instead makes use of the 
sigmoid or logistic 
function, which is a cost 
function of higher 
complexity. 

Support Vector Machine
● SVM is a machine learning 

algorithm that is used to 
solve both classifications 
as well as regression 
problems. SVM is known 
for using little 
computational power to 
produce considerable 
accuracy. 

● This algorithm aims to 
find such a hyperplane 
that distinctly classifies 
the data points in an 
N-dimensional space, 
where N is the number of 
features. 



Methodology
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Results



91% and 100%
Highest Accuracy over Dataset 1 and Dataset 2 respectively

Our Model has shown

Let’s see…..



Dataset Algorithm Accuracy Precision Recall

Dataset 1

Logistic Regression 0.90 0.71 0.72
Support Vector 
Machine 0.91 0.79 0.72

Naive Bayes 0.83 0.52 0.78

Dataset 2

Logistic Regression 1.00 1.00 1.00
Support Vector 
Machine 0.99 0.99 1.00

Naive Bayes 1.00 1.00 1.00



Conclusion



● In today’s world where movies lie 
at the heart of the entertainment 
society, many young and 
upcoming producers and artists 
risk a lot of money when they 
decide to make an idea into a 
movie

● Prediction of a movie’s success 
rate before it has been released 
can be of great help to the people 
who are investing in making 
motion pictures

● In our paper, we have 
successfully compared a few ML 
algorithms to achieve the best 
accuracy for predicting a movie’s 
success rate 

● It can be seen from the results, 
the best algorithm for movie 
success prediction is Logistic 
Regression which has 90% and 
100% accuracies for Dataset 1 and 
Dataset 2 respectively, giving the 
highest accuracy for both the 
datasets used. SVM has proven to 
be the second-best algorithm, 
followed by NB



Future Scope



● There is a significant improvement in the success rate of our model as 
compared to the past research. However, it will give much better accuracy 
if there is more data used to train this model.   

● In the future, additional data such as social media comments about the 
movie’s plot can also be utilized for better accuracy.

● A movie’s success rate can be predicted before it has been released. Once 
the movie is released, the results of how the movie has fared at the box 
office can be collected and compared, and analyzed. The results obtained 
from this analysis can be fed to this ML model to give it better training. 

● Thus, the prediction rate of this model can be significantly improved in the 
future. 
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